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ABSTRACT
AI-based assistive technologies can mischaracterize information
presented to people with visual impairments (PVIs), e.g., by mis-
interpreting someone’s facial expressions. To improve their trust-
worthiness, algorithmic decisions can be communicated more effec-
tively by conveying their level of confidence to PVIs. Since assistive
feedback is typically provided through accelerated audio for PVIs,
this work explores how the tone of the audio output can be ma-
nipulated to convey confidence or doubt at higher speeds for short
sentences. We conducted two online surveys with PVI (n = 151) and
sighted (n = 170) participants. We found that PVI participants per-
ceived confidence and doubt for short sentences more accurately at
up to 1.5x speedups, whereas, sighted participants perceived them
at up to 2x speedups. Other factors such as preferred speedups
are also associated with better perception. These results demon-
strate the potential for conveying the confidence level of AI-based
decisions by choosing the appropriate speedup rates.
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1 INTRODUCTION
People with visual impairments (PVIs) have a long history of using
audio interaction-based assistive technologies such as screen read-
ers [5, 7, 10] and optical character recognition (OCR) devices [6, 9].
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PVIs are also adopting voice-based personal assistants or conversa-
tional agents (e.g., Amazon Echo, Google Home) that support non-
visual interaction [4, 8]. Moreover, audio description (AD) enhances
the experience of PVIs when accessing audiovisual content (e.g., vi-
sual images of theater, television, movies, and other art forms) [41]
and audiobooks are creating an environment for PVIs to learn and
develop independent learning skills [78]. Camera-based assistive
technologies, too, are now presenting the visual world as a form
of audible experience to people with visual impairments [3, 11, 12].
Such systems analyze the visual data around PVIs and provide audio
feedback to help them with scene description [12], and recognizing
faces [11] and people’s behaviors and emotions [12]. Furthermore,
with the advancement of large language models, products such as
ChatGpt [15] are now able to provide real-time explanations of im-
ages to users. This capability can be utilized to generate descriptions
of visual scenes and convey them through audio.

Despite the promise of providing audio-based feedback in the
context of scene description, prior studies have reported the con-
cerns of PVIs, as well as people around them (bystanders), about
misrepresentations caused by camera-based assistive technolo-
gies [20, 21]. Research participants with visual impairments re-
ported hesitance to receive socially-biased and subjective informa-
tion about bystanders to avoid embarrassing scenarios if the de-
vice’s AI-based judgments were inaccurate. Bystander participants,
too, were concerned about being misrepresented by automated
technologies [21]. Bennett et al. discussed how Black, Indigenous,
Person of Color (BIPOC), non-binary, and/or transgender screen
reader users shared concerns related to the accuracy and ethical
deployment of AI-based image descriptors [26]. Some participants
were frustrated by the binary gender classifications of these AI-
based systems and described how they were negatively impacted,
particularly those who identified as non-binary or transgender. As
a result, PVIs still lack trust in AI-based assistive technologies and
often prefer human assistance, as opposed to AI-based systems,
because of their inaccurate and inconsistent responses [19, 69].

Research in the area of “explainable AI” has sought to improve
people’s trust in AI-based decisions by attempting to explain al-
gorithmic decision-making [36, 43]. It is possible to heighten user
awareness of AI limitations by indicating when the certainty of
suggestions made by the algorithm is low [66]. Prior works ex-
plore how the framing (positive vs. negative) of AI-based decisions
affects people’s trust in the system [56, 69]. Macleod et al. recom-
mended phrasing the automatically-generated captions in a way
that indicates the possibility of the caption being wrong (negative
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framing) [69]. However, it is also possible to explain AI-based de-
cisions through audio because the tone and inflection of the voice
can influence how the information is perceived. We believe that
investigating how to communicate – through speech – the limi-
tations of algorithmic decisions to PVIs would help them make
better decisions from AI-based suggestions. Prior work describes
the importance of voice-based cues when PVIs assess trustwor-
thiness [76, 77]. Therefore, conveying the level of confidence in
AI-based determinations as audio feedback will ultimately improve
the trustworthiness and social acceptability of AI-based assistive
technologies among PVIs [20].

Humans understand various emotive features from speech in-
cluding confidence or doubt. Prior work has found that listeners
can infer the confidence of a speaker through the tone of their
answers, their use of fillers, and their response latency [30, 35]. For
example, rising intonation and longer latency can be an indication
of a low confidence level of the speaker [30]. However, people with
visual impairments have higher listening speedup rates compared
to their sighted peers [27, 28, 73, 102]. Prior works also reported
that accelerating video playback enables people to browse videos
efficiently, thus saving time, having more control over the contents,
and consuming more content [63, 65]. However, it is possible that
when consuming content or interacting with screen readers in ac-
celerated speech the perception of prosodical and emotional cues
from speech might be different than at regular speed. For example,
Choi et al. found that PVIs considered the voice of conversational
agents more machine-like at higher speeds compared to the default
speed [32]. Therefore, as a first step in effectively communicating
the confidence level of AI-based decisions, it is important to under-
stand how people with visual impairments perceive confidence and
doubt from the voice of the speaker in accelerated speech.

Therefore, in this paper, we focused on the following research
question: How do people (whether visually impaired or sighted) per-
ceive the confidence level of the speaker in accelerated speech? To
answer this question, we conducted two online surveys with 151
visually-impaired participants and 170 sighted participants, exam-
ining their perceptions of confidence and doubt from speech played
at four different playback speeds. Participants completed a between-
subjects survey instrument with their responses to the audio record-
ings of three sentences played at different speeds (default, 1.5x, 2x,
and 2.5x). Our stimuli contained audio recordings of six native Eng-
lish actors who were instructed to convey either “confidence” or
“doubt”. We conducted both quantitative and qualitative analyses
to understand how the perception of confidence and doubt vary
for visually impaired and sighted participants, and what factors
influence their perceptions.

Our findings suggest that, overall, sighted people are able to
understand the confidence and doubt conveyed by the speakers at
up to a 2x playback speed, although their performance drops signifi-
cantly at 2.5x playback speed. We also observed that PVIs perceived
confidence and doubt conveyed by speakers more correctly up to
a 1.5x playback speed. We also found that listeners characteristics
influence the perception of confidence and doubt. For example, visu-
ally impaired participants who usually preferred to speed up their
audio or video content were able to perceive doubt comparatively
better than visually impaired participants who usually do not speed

up their media. We also observed that visually impaired partici-
pants who were advanced screen reader users perceived confidence
more accurately compared to the participants with intermediate
screen reader proficiency. Our findings have important implica-
tions for understanding the appropriate speed levels for conveying
confidence (or doubt) in the algorithms of assistive systems and
how to preserve the speech characteristics or non-verbal cues to
adequately convey confidence (or doubt) in accelerated speech.

2 RELATEDWORK
2.1 Speech Interaction-based Assistive

Technology
Speech-based interaction is commonly used to support people
with visual impairments (PVIs). Screen readers (e.g., JAWS [7],
NVDA [10], TalkBack [13], and VoiceOver [5]) give audio output
to navigate interfaces and access text by converting interfaces and
digital text into spoken text. By providing hands-free interaction,
speech input-based applications are also gaining popularity. With
these, users can engage in a dialog with an intelligent agent that
translates user commands to perform appropriate actions [23, 24].
Recently, voice-based smart personal assistants (e.g., Amazon Alexa,
Google Home, Siri) have also become popular among PVIs. Prior
research investigated the benefits and concerns PVIs have while
using such systems in their daily lives [17, 29, 32, 90]. Given the
extensive use of speech-based assistive technologies by PVIs, re-
searchers have focused on how the listening abilities of PVIs can
affect their experiences with such systems [17, 29, 32]. For example,
Abdolrahmani et al. reported that PVIs were frustrated because the
speed of information presented by voice assistants could not be
controlled easily and they had to interact at a slower speed than
expected [17].

2.2 Human Comprehension of Accelerated
Speech

The average human typically speaks at about 150 words per minute
or 9 syllables per second [2, 86]. In terms of listening and com-
prehension, prior works suggest that speech can be accelerated to
nearly 250 words per minute before audio comprehension starts to
worsen [83]. Many studies have found that PVIs can understand
speech at faster rates [22, 73, 92, 102, 103] than sighted people. PVIs
can comprehend at least 50 percent of the information at 500 words
per minute [22, 32], which is around three times faster than the av-
erage speed of spoken English [2]. McCarthy et al. found that blind
people generally speed up the audio output as they become experts
with screen readers [71]. In earlier research, PVIs often performed
better than sighted people on auditory tasks [28, 73]. In the con-
text of musical abilities, Gougoux et al. reported that people who
became blind at an early age are better at identifying relative pitch
than sighted peers [46]. Blind people are more likely to have perfect
pitch and the ability to identify absolute sound frequencies [50, 94]
and have superior ability at localizing sound [93, 104].

Prior works also have reported that the use of higher playback
speed is increasing [1, 14, 38] and it accelerates the consumption
of digital information [48, 63, 74]. Duan and Chen observed that
the majority of college students prefer higher playback speed while
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watching streaming dramas [38]. Nagahama and Morita found that
viewing videos at accelerated speeds is more effective for learn-
ing than viewing at normal speed [74]. Prior works also explored
the intelligibility of speech produced by different mechanisms, in-
cluding natural speech with and without pauses and synthesized
speech [25, 73, 80]. Papadopoulos et al. observed higher compre-
hensibility of synthesized speech among blind users, most probably
because of their experience with screen readers [80, 81]. They found
that both blind and sighted users have similar understanding of
natural speech and synthesized speech [81].

The outstanding listening ability of PVIs has encouraged re-
search on how to support their digital information acquisition.
Abdolrahmani et al. recommended including customized voice out-
put settings (e.g., speech rate, clarity, and intensity) in voice-based
personal assistants, depending on context [17]. Choi et al. explored
how faster speech rates affected the experience of conversational
agents by PVIs [32]. They found that although faster speech rates
often make conversation machine-like, PVIs sought more human-
like communication with conversational agents. Therefore, more
research is needed to understand how PVIs perceive embedded
information (e.g., confidence or emotion) in speech at different
speeds.

2.3 Perception of Confidence in Speech
Humans have a unique quality to perceive the expression of confi-
dence and uncertainty in speech through verbal cues (e.g., linguistic
phrases and constructions) [30, 37, 55, 89, 100] or non-verbal cues
(e.g., tone of voice, facial expression) [35]. Brennan and Williams
found that listeners can reasonably guess speakers’ confidence and
called it “feeling of another’s knowing” (FOAK) [30]. According
to them, FOAK was affected by the intonation of answers, usage
of fillers, and the latency to response (e.g., a rising intonation and
longer latencies often accompanied by lower FOAK ratings by lis-
teners) [30]. Swerts and Krahmer found that listeners can make
somewhat better assumptions of a speaker’s level of confidence
when they have access to both visual and auditory cues than only
one of them [59]. Rowland referred to words children sometimes
use (e.g., “about” or “maybe”) as “hedges,” to convey uncertainty to
listeners [95]. Prior works found that listeners can recognize the
confidence of speakers better with the integration of congruent
linguistic and vocal cues in certain situations [54, 84, 85]. For ex-
ample, Jiang and Pell revealed that an initial linguistic phrase with
a congruent confident voice (e.g., “I am positive he can access the
building”) has a better recognition rate than the ratings for vocal
cues only [54]. Moreover, linguistic information could be useful
when prosodic decoding mechanisms were impaired (e.g., patients
with Parkinson’s disease) [72]. However, other studies have dis-
covered that in certain experimental conditions non-verbal cues
are more effective than linguistic phrases to convey the speaker’s
intended confidence levels [97, 105]. Overuse of linguistic phrases
communicating a high level of confidence (e.g., “I am very/abso-
lutely/so certain”) can negatively impact the perceived confidence
rating and listeners tend to rely more on nonverbal cues in such
situations [57]. Although several studies have explored how peo-
ple perceive the confidence level of the speaker based on different
prosodic and lexical cues, more work is needed to understand how

speech at accelerated speeds can affect the perception of confidence.
Our work sheds light on such perceptual differences based on vary-
ing speeds by studying sighted and visually impaired listeners.

3 METHODS
3.1 Stimuli and Speedup Selection
In this study, we used the confidence dataset collected by Jiang
and Pell [55]. The dataset contains 23 short semantically neutral
sentences (no linguistic markers that might indicate the speaker’s
level of confidence) that could appear in daily interactions. Each
sentence was produced by six native English speakers with three
confidence levels: 1) confident, 2) doubt, and 3) neutral. From the
23 sentences, we randomly selected three nine-syllable sentences.
The sentences we considered were: “He is on a new medication,”
“He is the right person to do this,” and “He will visit his parents
after.” Our initial stimuli set, therefore, contained 54 audios (three
sentences recorded by six actors with three confidence levels).

In this study, we considered four different playback speedups
(default, 1.5x, 2x, and 2.5x speeds).1 Therefore, the pilot stimuli set
contained 216 audios (54 audios from each speedup). While increas-
ing the playback speed, the pitch was preserved across different
speedups for each audio file. We also normalized the volume level
of the audio files.

3.2 Measurements (Dependent variables)
To measure the confidence level of the speaker from the audios, we
asked participants to do the following:

Q1. Please transcribe this audio file by writing down what the
speaker is saying.We asked the participants to transcribe only the
first audio randomly presented to them. This was an open-form
question. Participants were asked to write only the words they
recognized if they couldn’t recognize some of the words. If they
couldn’t recognize any words, we advised them to write “could not
understand.”

Q2. Please rate how confident the speaker sounds, on a 5-point
Likert scale from “Not at all” to “Very much,” adapted from Jiang
and Pell [53, 55]. We also included the option “I don’t know,” in
case participants could not determine the confidence level.

3.3 Recruitment
We hosted our surveys on Qualtrics (an accessible survey platform)
for two months. We recruited our sighted participants from Prolific
for our pilot and main studies because it provided easy access to a
large pool of people [79]. Respondents were required to be 1) res-
idents of the United States; 2) 18 years or older; 3) “workers” of
Prolific with an approval rating of at least 95%; and 4) without any
hearing disabilities. Respondents were asked to use headphones
and to perform the study in a quiet environment. They also were
asked to confirm that they had normal hearing and were native or
bilingual, or professional-level English speakers. To ensure high-
quality data, we added a Captcha at the beginning of the survey
to discourage bots from the Prolific responses. Additionally, we

1To generate the sped-up stimuli, we used the website mp3cut.net: https://mp3cut.net/
change-speed
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included two audio attention-check questions in the survey to de-
tect inattentive respondents [16] (e.g., “Please select a lot from the
scale below”). After removing the responses from participants who
provided wrong answers for one or more attention checks, we were
left with 170 responses (out of a total of 191) that were used for fur-
ther analysis. Of these, 43 sighted participants received the default
speedup, 41 received the 1.5x speedup, 44 received the 2x speedup,
and 42 received the 2.5x speedup condition.

For the survey with visually impaired participants, we circulated
our recruitment sign-up form through email lists of various national
and local organizations for the blind. We also applied snowball sam-
pling by asking our participants to share our study invitations with
others. Participants were asked in the recruitment form to sign
up only if they met the following criteria: participants had to be
1) living in the United States; 2) 18 years of age or older; 3) identified
as visually impaired; 4) screen reader users; 5) without hearing loss;
and 6) native or bilingual, professional-level English speakers. Par-
ticipants who responded through the sign-up form were screened
by the researchers and we emailed each qualified participant a
unique survey link. Each participant could complete the survey
only once because the link was not reusable. After removing the
incomplete responses, our final sample for the study was composed
of 151 participants with visual impairments (out of 186 responses).
Of these, 39 participants received the default speedup, 36 received
the 1.5x speedup, 40 received the 2x speedup, and 36 received the
2.5x speedup condition.

Participant demographics for the two surveys are listed in Ta-
ble 1. Among the visually impaired participants, 97 (64.2%) were
totally blind, whereas 54 (35.8%) lived with different levels of visual
impairments, such as “No vision in right eye, less than 10% in left
eye.” The majority of participants, (105, 69.5%) had been visually
impaired since birth, whereas the rest became visually impaired af-
terward: 23 (15.2%) since childhood, 12 (7.9%) since early adulthood
(18–40 years old), 9 (6.0%) since middle adulthood (41–60 years old),
and 2 (1.3%) since late adulthood (61+ years old). More than half (86,
57.3%) of the visually impaired participants were advanced-level
screen reader users, 61 (40.7%) were intermediate-level users, and
only 3 (2.0%) were beginner-level users. The majority (124, 82.1%)
of our participants reported that they exclusively relied on screen
reader audio.

3.4 Compensation and Ethical Considerations
Regardless of whether we used their responses, each Prolific partici-
pant was paid $2.50 to complete the 10–15 min survey. The payment
amount is in line with – and surpasses – the recommendation in
Silberman et al. [99] to pay workers at least minimum wage in the
study’s location. Through a pilot study, we also confirmed this was
fair compensation according to the participants (through a multiple-
choice question specifically asking about fair compensation) based
on the amount of work.

For the survey with visually impaired participants, each partic-
ipant was paid $6 in Amazon e-gift certificates as their average
completion time was 30-35 mins. We emailed them the link to the
e-gift certificates within three to five days of completing the survey.
Our protocol was approved by our institution’s ethics review board.

Visually impaired Sighted
Gender
Female 92 (60.9%) 84 (49.7%)
Male 50 (33.1%) 83 (49.1 %)
Non-binary – 8 (2.8 %)
Age
18-29 16 (10.6%) 79 (46.8%)
30-49 57 (37.8%) 71 (42%)
50-older 78 (51.6%) 19 (11.2%)
Education
High school 14 (9.3%) 22 (13%)
Some college 39 (25.8%) 57 (33.7%)
Bachelors 52 (34.4%) 70 (41.4%)
Masters 37 (24.5%) 11 (6.5%)
Doctorate 4 (2.6%) 2 (1.2%)

Table 1: Demographic information of participants.

3.5 Pilot study
Prior to the initiation of our main study, we performed a pilot study
with N = 20 sighted respondents from Prolific for each speedup
condition. The initial analysis of the pilot showed a high correlation
between the ratings of audios that conveyed confidence and neutral
tone. Hence, we excluded the neutral audios from our final study,
resulting in 36 audios conveying two confidence levels (confidence
and doubt). The final stimuli set contained 144 audio recordings (36
audios from each playback speedup).

3.6 Accessibility
To ensure the accessibility of the survey to the participants with
visual impairments, we conducted online Zoom interviews with
three visually impaired participants (one female and two males).
During the interview session, they were asked to respond to the
survey in the presence of one of the researchers. Then a follow-up
semi-structured interview session was performed by the researcher
to identify any accessibility issues faced by the participants. Partic-
ipants used Jaws and NVDA as screen readers and Mozilla Firefox,
Google Chrome, and Microsoft Edge as browsers. The pilot study
took around 40–60 minutes for each participant. Participants were
each compensated with a $20 Amazon e-gift card for taking part
in the pilot. As a result of feedback received during the pilot, we
replaced the audio player interface with a simple button to improve
accessibility. We also added a two-second pause at the beginning
of each recording to avoid any overlap with the screen reader.

3.7 Procedure
During the actual experiment, participants first agreed to our con-
sent form, then answered four screening questions. Next, we gave
instructions on how to respond to the survey questions with sample
audio. After the instructions, we asked them to transcribe only one
audio randomly presented from the datasetWe then presented the
36 audios from one of the speedup groups (the speed condition
was conducted between subjects) in random order (the confidence
and doubt condition was conducted within subjects) and asked the
participants to rate how confident the speaker sounded. Finally, we
asked five demographic questions, how frequently they listened to
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or watched sped-up audio or video, and their preferred speedup
rate while listening to them. To sighted participants, we showed a
random code to enter into their Prolific account to receive remu-
neration. To the participants with visual impairments, we asked
additional questions about their level of visual impairment; which
assistive technologies, smart voice assistants, and screen readers
they used and how frequently; and their screen reader proficiency.

3.8 Data analysis
For quantitative analysis, our data failed to meet the assumptions of
normality and equal variance of errors in parametric tests. Hence,
we used non-parametric versions for our statistical tests. We had
one dependent variable (level of confidence ratings of the audio
recordings) and one between-subject independent variable (play-
back speed). To observe the effects of different factors on the per-
ceived confidence and doubt ratings, we conducted our analyses
using linear mixed-effects models [75] with fixed slopes and random
intercepts for each participant and each audio file. We conducted a
series of multiple mixed-effect models and compared them using
the Akaike information criterion (AIC) [96] to determine which fac-
tors to include. The factors explored were: playback speed, intended
confidence levels (confidence or doubt), preferred speedups, screen
reader proficiency, age of the participants, gender of the partici-
pants, duration of the visual impairments, gender of the speakers,
and interaction terms involving them. We selected a subset of these
factors that represented the best-fitting model based on the AIC val-
ues (Tables 2 and 3). We used estimated marginal means to compute
the pairwise comparisons, which helped determine the significant
effects across the interaction effects. The p-values were adjusted
with the Tukey method [106]. Moreover, to make the doubt ratings
consistent with the confidence ratings (e.g., 1 = not at all and 5 =
very much), we reverse-coded the ratings for audio files conveying
doubt.

4 FINDINGS
4.1 Accuracy of the audio transcriptions
We manually coded the transcription data of both PVIs and sighted
participants and grouped them into four categories: 1) Correct: the
transcription is fully correct; 2) Partial: participants could guess
three or more words correctly; 3)Wrong: participants guessed fewer
than three words correctly; 4) Could not understand: participants
stated that they could not understand what the speaker was say-
ing. For correct responses, sighted participants performed better
than PVIs at default (74.42% vs 56.41%) and 2x (43.18% vs 42.50%)
speed. However, for speedups 1.5x and 2.5x, PVIs transcribed the au-
dios slightly more accurately compared to the sighted participants
(1.5x: 55.56% vs 51.22%; 2.5x: 17.14% vs 14.29%). For default and 1.5x
speedups, PVIs responded “could not understand” slightly more
frequently compared to the sighted participants (default: 5.13% vs
4.65; 1.5x: 8.33% vs 7.32%). However, for 2x and 2.5x speeds, PVIs
responded “could not understand” less frequently than sighted par-
ticipants (2x: 25.00% vs 29.55%; 2.5x: 37.14% vs 45.24%).

4.2 Preferences of playback speeds
Among the participants, 108 (63.3%) sighted participants and 120
(79.5%) visually impaired participants reported using some levels of

speedups while listening to audio or video content. The preferred
speeds by the sighted participants include 1x (62, 36.7%), 1.25x
(47, 27.8%), 1.5x (31, 18.3%), and 2x (7, 4.1%). The preferred speeds
by the visually impaired participants include 0.25x (12, 8.1%), 0.5x
(13, 8.7%), 1x (16, 10.7%), 1.25x (22, 14.8%), 1.5x (38, 25.5%), and
2x (17, 11.4%). Only 4 (2.6%) participants with visual impairments
reported preferring speedups higher than 2x. The majority of the
sighted participants preferred the default speed level and their
second most preferred speedup is 1.25x while listening to audio or
video content. Most of the PVIs usually preferred 1.5x speedup and
1.25x was the second most preferred speedup.

4.3 Perception of confidence and doubt at
different playback speedups

The omnibus test involving the mixed effect model for participants
with visual impairments is shown in Table 2. Table 3 represents
the omnibus test involving the mixed effect model for sighted par-
ticipants. This section presents how the perception of intended
confidence levels differs based on playback speeds.

4.3.1 Participants with visual impairments. Our results show that
playback speed significantly predicted the perceived confidence
level (𝐹(3, 146) = 3.01, 𝑝 < 0.05), but this effect is qualified by a
higher-order interaction effect involving intended confidence lev-
els (𝐹(3, 4942) = 9.10, 𝑝 < 0.0001). This finding indicates that the
perceived confidence ratings differ for audios conveying doubt
and confidence at different playback speeds. To observe how accu-
rately participants with visual impairments perceived the intended
confidence level of the speakers at different playback speeds, we
conducted post hoc pairwise tests. Pairwise tests showed that for
audio recordings conveying confidence, PVIs perceived the confi-
dence of the speakers significantly more accurately for 1.5x speed
compared to the default (𝑡 = 3.055, 𝑑 = 0.392, 𝑝 < 0.05) and 2.5x
(𝑡 = 3.134, 𝑑 = 0.37, 𝑝 < 0.05). All other comparisons were non-
significant (all 𝑝 > 0.05).

For audio recordings conveying doubt, the pairwise tests showed
that PVIs perceived the intended doubt from the audios significantly
less accurately at 2x speed compared to default (𝑡 = 3.104, 𝑑 =
0.46, 𝑝 < 0.01) and 1.5x speeds (𝑡 = 2.625, 𝑑 = 0.39, 𝑝 < 0.05). All
other comparisons were non-significant (all 𝑝 > 0.05). The details
are reported in Table 4. Figure 1 demonstrates the differences in
perceived confidence levels across different playback speedups.

4.3.2 Sighted participants. We observed that playback speed sig-
nificantly predicted the perceived confidence ratings of the sighted
participants (𝐹(3, 170) = 7.73, 𝑝 < 0.01). To observe how closely
the sighted participants perceived the intended confidence at dif-
ferent playback speeds, we conducted pairwise comparisons. We
found that sighted participants perceived the intended confidence
significantly less accurately at 2.5x speed than the default (𝑡 =
5.085, 𝑑 = 0.5, 𝑝 < 0.0001), 1.5x (𝑡 = 3.110, 𝑑 = 0.31, 𝑝 < 0.05), and 2x
(𝑡 = 3.724, 𝑑 = 0.36, 𝑝 < 0.005) speeds. There were no statistically
significant differences in perceived confidence ratings between the
pairwise comparisons of default, 1.5x, and 2x speedups (all 𝑝 > 0.05).

2Standardized effect size Cohen’s d: 0.2=small effect, 0.5=medium effect, and 0.8=large
effect.
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Sum Sq Mean Sq DoF DenDoF F statistic 𝜂
2
𝑝

Confidence level 3.55 3.55 1.00 37.89 4.03 0.10
Playback speed 7.97 2.66 3.00 146.04 3.01* 0.06
Screenreader proficiency 0.72 0.72 1.00 146.70 0.81 <0.01
Preferred speedup 7.92 2.64 3.00 145.91 2.99* 0.06
Confidence level : Playback speed 24.11 8.04 3.00 4942.18 9.10*** <0.01
Confidence level : Screenreader proficiency 17.21 17.21 1.00 4943.35 19.49*** <0.01
Confidence level : Preferred speedup 40.96 13.65 3.00 4942.37 15.47*** <0.01
Confidence level : Playback speed : Screenreader proficiency 1.82 0.61 3.00 4943.37 0.69 <0.01
Confidence level : Playback speed : Preferred speedup 27.98 3.11 9.00 4942.59 3.52*** <0.01

Table 2: Type III ANOVA Table (with Satterthwaite’s method). (∗ = 𝑝 < 0.05,∗∗ = 𝑝 < 0.01,∗ ∗ ∗ = 𝑝 < 0.001). The effect size 𝜂2𝑝
(partial 𝜂2) can be interpreted as small if 𝜂2𝑝 = 0.01, medium if 𝜂2𝑝 = 0.06, and large if 𝜂2𝑝 = 0.14 [62] (PVIs) .

Sum Sq Mean Sq DoF DenDoF F statistic 𝜂
2
𝑝

Confidence level 8.06 8.06 1.00 37.09 9.00** 0.20
Playback speed 20.76 6.92 3.00 170.24 7.73*** 0.12
Preferred speedups 9.03 4.52 2.00 169.96 5.04** 0.06
Confidence level : Playback speed 5.44 1.81 3.00 5759.65 2.02 <0.01
Confidence level : Preferred speedups 16.29 8.14 2.00 5759.39 9.09*** <0.01
Confidence level : Playback speed : Preferred speedups 18.99 3.16 6.00 5758.54 3.53** <0.01

Table 3: Type III ANOVA Table (with Satterthwaite’s method). (∗ = 𝑝 < 0.05,∗∗ = 𝑝 < 0.01,∗ ∗ ∗ = 𝑝 < 0.001). The effect size 𝜂2𝑝
(partial 𝜂2) can be interpreted as small if 𝜂2𝑝 = 0.01, medium if 𝜂2𝑝 = 0.06, and large if 𝜂2𝑝 = 0.14 (Sighted).
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(b) Doubt stimuli

Figure 1: Mean confidence ratings with 95% CI across differ-
ent playback speeds and intended confidence levels of the
speakers (PVIs and Sighted).

Participants Audio types Speed Mean Std. 95%CI

PVIs

Confident audios

default 3.46 1.172 0.088
1.5x 3.681 1.184 0.092
2x 3.473 1.138 0.085
2.5x 3.383 1.208 0.097

Doubt audios

default 1.974 0.974 0.073
1.5x 1.967 1.039 0.081
2x 2.294 1.082 0.081
2.5x 2.226 1.192 0.096

Sighted

Confident audios

default 3.7 1.094 0.078
1.5x 3.605 1.13 0.083
2x 3.615 1.136 0.08
2.5x 3.387 1.159 0.084

Doubt audios

default 1.976 0.967 0.069
1.5x 1.939 1.043 0.077
2x 2.024 0.979 0.069
2.5x 2.25 1.128 0.082

Table 4: Mean, standard deviation, and 95% confidence inter-
vals for different speeds across audio types (PVIs and Sighted).

Figure 1 shows the perceived confidence ratings by the sighted par-
ticipants across each playback speed.

Similarly, for audio recordings conveying doubt, the pairwise
tests showed that sighted participants perceived the intended doubt
significantly less accurately at 2.5x speeds compared to the default
(𝑡 = 3.040, 𝑑 = 0.3, 𝑝 < 0.05), 1.5x (𝑡 = 2.941, 𝑑 = 0.3, 𝑝 < 0.05), and
2x (𝑡 = 2.768, 𝑑 = 0.27, 𝑝 < 0.05) speeds. All other comparisons were
non-significant (all 𝑝 > 0.05). The details are reported in Table 4.
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4.3.3 Differences in perception of confidence and doubt by PVIs
and sighted participants. Next, we explored how the perception
of confidence and doubt differ by visually impaired and sighted
participants at different playback speeds. The differences between
the two groups are shown in Figure 1. The overall results revealed
that overall sighted participants perceived the intended confidence
(𝑡 = 2.998, 𝑑 = 0.09, 𝑝 < 0.005) and doubt (𝑡 = 2.450, 𝑑 = 0.07, 𝑝 <
0.05) significantly more accurately than PVIs.

For audios conveying confidence, our pairwise comparisons
showed that sighted participants perceived the intended confidence
more accurately at default (𝑡 = 3.518, 𝑑 = 0.23, 𝑝 < 0.001), and 2x
speedups (𝑡 = 4.065, 𝑑 = 0.27, 𝑃 < 0.0001). However, PVIs perceived
the intended confidence more accurately at 1.5x (𝑡 = 2.163, 𝑑 =
0.15, 𝑃 < 0.05) speedup compared to sighted participants. No statis-
tically significant difference was observed between the two groups
at speed 2.5x (𝑝 > 0.05).

For doubt-conveying audios, we found that the perception of
doubt by PVIs and sighted participants significantly varied only at
2x speed (𝑡 = 5.939, 𝑑 = 0.39, 𝑝 < 0.0001). The sighted participants
perceived intended doubt at 2x speedup significantly better than
the PVIs did. There were no statistically significant differences
observed in doubt perception by the two groups at speed default,
1.5x, and 2.5x (all 𝑝 > 0.05).

4.4 Factors impacting the perception of
confidence and doubt - visually impaired
participants

4.4.1 Preferred speedups. To simplify the analysis, we categorized
the participants into two groups based on their preferred playback
speedups while listening to audio and video content: default (or 1x)
speed preferred and accelerated speed preferred. Participants who
preferred speedups from 1.25x to 2x were in the “accelerated speed
preferred” group. Our findings indicated that preferred speedups
of the PVIs significantly predicted the perceived confidence ratings
(𝐹(3, 145) = 2.99, 𝑝 < 0.05). However, this effect is qualified by a
higher-order interaction effect involving intended confidence levels
and playback speedups (𝐹(9, 4942) = 3.52, 𝑝 < 0.001).

To observe the effect of preferred speedups on the perception
of doubt, our findings showed that PVIs who usually preferred
accelerated speedups while listening to audio and video content
perceived doubt conveyed by the speakers significantlymore closely
(𝑡 = 4.321, 𝑑 = 0.6, 𝑝 < 0.0001) compared to the PVIs who preferred
default speed. The differences in perception of doubt at different
speedups by the two groups are illustrated in Figure 2.

To further observe the effect of preferred speedups of the partic-
ipants across each speedup condition, our pairwise comparisons
indicated that PVIs who usually preferred accelerated speedups
perceived the intended doubt significantly more closely at default
(𝑡 = 3.397, 𝑑 = 0.6, 𝑝 < 0.001), 1.5x (𝑡 = 2.984, 𝑑 = 0.75, 𝑝 < 0.01),
and 2x (𝑡 = 2.084, 𝑑 = 0.87, 𝑝 < 0.05) speedups compared to the PVIs
who usually preferred default speed. At 2.5x speed, the difference
in the perception of doubt was not statistically significant between
the two groups (𝑝 > 0.05).

To observe the effect of preferred speedups in confidence percep-
tion by the two groups for audios conveying confidence, we found
no statistically significant differences (𝑝 > 0.05).
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Figure 2: Mean confidence ratings with 95%CI for audios
conveying doubt across playback speedups and preferred
speedups (PVIs).

4.4.2 Screen reader proficiency. To observe the effects of screen
reader proficiency on the perception of confidence, we considered
only the PVIs with advanced and intermediate levels of screen
reader proficiency. We excluded the participants with beginner-
level proficiency because the sample size was very small (only three
participants) compared to the other two groups. As reported in
Table 2, the interaction effect of intended confidence levels and
screen reader proficiency of the PVIs significantly predicted the
perceived confidence ratings (𝐹(1, 4943) = 19.49, 𝑝 < 0.0001).

For audios conveying confidence, we observed statistically signif-
icant differences in confidence perception by the advanced screen
reader users compared to the intermediate screen reader users
(𝑡 = 2.644, 𝑑 = 0.19, 𝑝 < 0.005). Participants with advanced screen
reader proficiency rated the audio recordings conveying confidence
more accurately than the participants with intermediate screen
reader proficiency. The pairwise comparisons across each playback
speedup showed that PVIs who were advanced screen reader users
perceived the intended confidence significantly more accurately
at default (𝑡 = 1.973, 𝑑 = 0.3, 𝑝 < 0.05), and 1.5x (𝑡 = 2.538, 𝑑 =
0.38, 𝑝 < 0.05) speedups compared to the PVIs with intermedi-
ate screen reader proficiency. All other comparisons were non-
significant (all 𝑝 > 0.05).

For audios conveying doubt, we did not observe any significant
differences in perception of doubt between the PVIs with advanced
and intermediate levels of screen reader proficiency (𝑝 > 0.05).

4.5 Factors impacting the perception of
confidence and doubt – sighted participants

4.5.1 Preferred speedups. We similarly categorized the sighted
participants into two groups based on their preferred playback
speedups while listening to audio and video content: default and
accelerated speeds preferred. Our results showed that preferred
speedups of the sighted participants significantly predicted the
perceived confidence ratings (𝐹(2, 170) = 5.04, 𝑝 < 0.01). However,
this effect is qualified by a higher-order interaction effect involving
intended confidence levels and playback speedups (𝐹(6, 5758) =
3.53, 𝑝 < 0.01).
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Figure 3: Mean confidence ratings with 95% CI for audios
conveying confidence across playback speeds and preferred
speedups (Sighted).

To observe the differences in confidence perception by the two
groups for audios conveying confidence, we observed statistically
significant differences (𝑡 = 3.432, 𝑑 = 0.2, 𝑝 < 0.001). To further
observe the effect of preferred speedups on confidence perception
across different playback speedups, our pairwise comparisons indi-
cated that sighted participants who usually preferred accelerated
speedups perceived the intended confidence significantly more ac-
curately at the playback speedups 2x (𝑡 = 2.530, 𝑑 = 0.28, 𝑝 < 0.05)
and 2.5x (𝑡 = 3.720, 𝑑 = 0.42, 𝑝 < 0.001) compared to the partici-
pants who preferred the default speed. There were no statistically
significant differences between those who preferred default and
1.5x speeds (𝑝 > 0.05). The differences in confidence perception for
different preferred speedups across different playback speedups are
shown in Figure 3. We found no statistically significant differences
(𝑝 > 0.05) between the sighted participants who usually preferred
accelerated speedups while listening to audio and video content
compared to the participants who preferred default speedup.

5 DISCUSSION
We first summarize our key findings and later discuss the broader
implications of the findings.

5.1 Key findings
Our results show how people with visual impairments and sighted
people perceive confidence and doubt in the voice of speakers in ac-
celerated speech and which factors influence their perceptions. Our
sighted participants were able to perceive the confidence and doubt
conveyed by the speakers almost equally well up to a 2x speedup.
Their performance significantly decreased at 2.5x speed. However,
the perception of confidence and doubt by participants with visual
impairments at different playback speeds was not straightforward.
PVIs were able to perceive the confidence and doubt conveyed by
the speakers comparatively more accurately up to a 1.5x speedup.
While perceiving the intended confidence, surprisingly, they per-
formed better at 1.5x speed than the default speed. Their perfor-
mance decreased significantly at a 2x speedup when perceiving
doubt.

Prior works also explored the differences in voice-based percep-
tion by blind and sighted people. For example, Martins et al. [70]
observed that sighted and blind people performed equally well at
identifying an interrogative or declarative tone of voice. Addition-
ally, sighted people performed significantly better compared to
blind people when identifying emotionally incongruent items (e.g.,
happy content said in sad voices). Oleszkiewicz et al. [76] reported
that blind people process socially relevant information (such as com-
petence and warmth) similarly to sighted people from nonverbal
voice cues. Consistent with prior research, our study revealed that
both visually impaired and sighted participants performed similarly
when perceiving doubt at various speedups. Overall, sighted par-
ticipants performed marginally better than individuals with visual
impairments at a 2x speedup in perceiving confidence and doubt.
However, participants with visual impairments demonstrated su-
perior performance in perceiving confidence at a 1.5x speedup in
comparison to their sighted counterparts.

Prior research has suggested that the listening rate of individuals
with visual impairments may be influenced by their use of screen
readers [28, 71]. Specifically, individuals who have had early expo-
sure and more experience with screen readers may exhibit better
listening rates compared to others [28, 71]. Consistent with this
literature, our study found that participants with advanced screen
reader proficiency displayed more accurate perceptions of speaker
confidence compared to intermediate screen reader users. Further-
more, we discovered a relationship between preferred speedups
and the perception of doubt among visually impaired participants.
Specifically, participants who typically preferred accelerated speeds
when consuming audio and video in their daily lives were more
likely to perceive doubt in the voices of speakers more accurately at
higher speeds, in contrast to those who preferred the default speed.

5.2 Implications
5.2.1 Appropriate speed to convey expressive content. Individuals
with visual impairments tend to interact with audio-based input
and output at a faster speed, and sighted individuals also often
prefer higher speeds while consuming audio visual content [38, 73].
Our findings have implications for selecting an appropriate speedup
when interacting with audio or videos that contain expressive con-
tent, such as confidence and doubt. As we found, listeners may not
be able to accurately perceive such expressive content at higher
speedups (such as 2–2.5x). Our findings indicate that PVIs per-
formed similarly or slightly better than sighted individuals in tran-
scribing audio, but this may not necessarily apply in the context
of conveying emotional cues through voices in accelerated speech.
Previous works have emphasized incorporating faster speech in
conversational agents to accommodate the accessibility needs of
individuals with visual impairments [17, 28, 32, 90], or adjusting the
playback speed adaptively while consuming video content [31, 61].
These suggestions included adjusting the playback speed based
on the complexity of the content or areas of interest. Nonetheless,
we emphasize that future technologies should consider incorporating
appropriate speedup rates and improving techniques for accelerating
audio in a manner that conveys emotional features, such as confidence
levels, using audio prosodic cues, such as tone and pitch, so that the
cues can be understood at accelerated speeds.
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5.2.2 Humanizing audio interaction in synthesized accelerated speech.
As synthetic speech becomes more ubiquitous, recent research has
been dedicated to making it more humanized and natural [39, 42, 67,
98]. Many visually impaired individuals rely heavily on synthetic
speech to consume content, much of which contains emotional
expression. For instance, a significant portion (35%) of the text in
Massive Open Online Courses (MOOCs) contains emotional expres-
sion [52]. Prior research has also demonstrated that human-voice
audio description (AD) is better at conveying sadness than text-to-
speech (TTS) AD [40, 41]. Similarly, in the context of voice-based
smart assistants, Cohn et al. [33] found that a human voice is per-
ceived as better at conveying emotional valence, such as happiness,
than the voice used by Alexa. However, as people with visual im-
pairments heavily rely on synthetic speech at faster speeds, future
research should aim to make synthetic speech more human-like
and expressive in accelerated speech. Prior work has revealed that
individuals with visual impairments perceive the voice of conver-
sational agents as more machine-like in accelerated speech [32].
Our findings indicate that both PVIs and sighted individuals per-
ceive confidence levels less accurately as playback speeds increase.
Therefore, we argue that future research should aim to understand
how emotional features, such as confidence and doubt, can be better
conveyed in accelerated synthesized speech and how to make them
more human-like and expressive at faster speeds. Furthermore, our
exploration of confidence perception from human recorded voices
can be used to design more human-like synthesized speech.

5.2.3 Effectively communicate AI-based decisions in assistive tech-
nologies. Prior studies found that PVIs are skeptical about the accu-
racy of the automatic assessments of AI-based assistive technolo-
gies and have limited trust in them [20, 21]. To gain users’ trust in
AI-based systems, prior works suggested making the factors that in-
fluenced the decision-making of the algorithm visible, transparent,
and easily understandable for users [34, 58, 101]. Conveying the
probability of algorithmic predictions can increase the transparency
of and trust in a system [51]. It is important to convey algorithmic
decisions as clearly as possible to convey the fallibility of these sys-
tems [21, 82], thus preventing unrealistic expectations that could
lead to a negative experience. Our work also provides novel in-
sights into the potential of effectively providing the confidence
level of the algorithmic decisions incorporated in the system voice
in accelerated speed to PVIs and making the systems more trans-
parent and usable. Receiving confidence cues through speech will
provide more control to PVIs and help them make better decisions
on whether to trust (or not) the output of the AI-based assistive
technologies. It will also help PVIs to avoid potential harm or em-
barrassing situations and hence increase the social acceptability of
AI-based assistive systems.

5.2.4 Effect of listeners’ characteristics on the perception of con-
fidence and doubt. Prior works observed how listener character-
istics influenced people’s voice-based assessments and listening
rates [25, 28, 77]. Our study extends this research by examining how
preferred speedups and screen reader proficiency influence the per-
ception of confidence and doubt. We observed that sometimes the
characteristics of the listeners are associated with their perception
of confidence and doubt differently. For example, we found that pre-
ferred speedup was associated with better doubt perception but not

with the perception of confidence by PVIs. In contrast, screen reader
proficiency impacted confidence perception but not the perception
of doubt. We also observed differences between the two participant
groups. Unlike PVIs, the preferred speedup was associated with
better confidence perception for sighted participants but not for
their perception of doubt. Therefore, we argue that more research
is needed to understand these nuances of how the characteristics of
listeners are associated with their perception of confidence and doubt
and why.

5.2.5 Voice-based assessments by blind and sighted people. Prior
works examined how the voice pitch of speakers influences listen-
ers’ assessments of various social traits (e.g., attractiveness, mas-
culinity or femininity, and dominance) [60, 88, 91]. Oleszkiewicz
et al. explored whether there are differences in the judgment of
social traits such as trustworthiness, competence, and warmth by
blind and sighted people [76]. They reported that both blind and
sighted people rated voices with lowered pitch as being more com-
petent and trustworthy than voices with raised pitch. Similarly, we
observed how blind and sighted people assessed the confidence
level of the speakers from the tone and pitch of their voices in
different playback speedups. We found that both visually impaired
and sighted participants considered voices with a rising pitch less
confident than voices with a low pitch. Perceiving the confidence
level of the speakers and other traits may be particularly important
for blind people. For example, they may often rely on the opinions
and assistance of other people and on algorithmic decision-based
assistive technologies in everyday life because of their lack of ac-
cess to visual cues [20, 21, 64]. Hence, our findings provide directions
for future research to explore the differences in voice-based assess-
ments of different social and emotional traits (e.g., sarcasm, sincerity,
happiness) by visually impaired and sighted people.

5.2.6 Human recorded vs. synthesized speech. According to prior re-
search, people with visual impairments typically understand faster
speech better than sighted people [28, 102]. However, we observed
that sighted participants were able to perceive confidence and doubt
from speech reasonably up to the 2x speedup rate, and PVIs could
perceive confidence and doubt up to the 1.5x rate. One possible
explanation could be that PVIs are much better at understanding
and have extensive interaction with synthesized speech [73, 102].
Moose and Trouvain observed that blind people understood synthe-
sized speech better than sighted people [73]. Usually, people who
became blind recently prefer voices and speeds resembling human
speech (concatenative synthesis), while experienced screen reader
users prefer more robotic-sounded high-speed voices (formant syn-
thesis) [28, 71]. However, the research related to this question is
still inconclusive. For example, Papadopoulos et al. observed no
significant differences between sighted and visually impaired par-
ticipants regarding the comprehension of natural and synthetic
speech [81]. In the context of voice recognition tasks, prior works
did not find any significant differences in the performance of blind
and sighted people [45, 49, 107]. Therefore, more research is needed
to understand how people perceive confidence levels from voices in
synthesized vs. natural speech.
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6 LIMITATIONS AND FUTUREWORK
We recognize several limitations of our study that could be ad-
dressed in future work. Our visually impaired participant sample
was small, limited to recruits from a few national foundations for
the blind, and restricted to those who chose to respond to our
ad, so it is difficult to know how well our findings generalize to
the greater population. However, we also note the challenges in
reaching this population and, compared to other recent studies of
privacy concerns for the visually impaired, our sample size is rela-
tively large [18, 21, 28]. Moreover, our findings related to confidence
perception by people with visual impairments are not universal and
may not be generalized to the perception of confidence and doubt
by people with other accessibility needs. For example, people with
autism may perceive confidence and other emotional cues from
speech differently [44, 68]. Future work should explore how people
with different accessibility needs perform in perceiving confidence
and emotions in accelerated speech. We acknowledge the poten-
tial limitations of our study, particularly in the recruitment of our
two participant groups. It should be noted that the groups were
recruited through different methods, with one group sourced from
paid crowdsourcing platforms and the other from trusted commu-
nity organizations. Additionally, differences in compensation and
participation time were also present. Nevertheless, it is important
to note that the practice of recruiting participants from diverse
platforms has been utilized and compared in the accessibility com-
munity [21, 47, 87].

In this study, we considered human-recorded audio instead of
synthesized audio recordings. As PVIs have a long history and
experience with synthesized speech, future work should explore
the perception of speaker confidence in synthesized speech. Our
stimuli contained only three sentences with two confidence levels
recorded by six actors. Our intention in this research was to capture
participants’ perception of the confidence level of the speakers from
the tone of the voices rather than measuring the intelligibility or
listening rates of the participants. However, future work should
explore a larger dataset with more variations. For example, it would
be interesting to investigate how sentences with lexical cues (such
as “definitely,” “maybe,” or “perhaps”) affect the perception of confi-
dence along with the tone of the voice. Finally, we explored people’s
perception of only the confidence level of the speakers (confidence
and doubt) through voice-based cues. It would be interesting to
study the perception of other emotional cues (such as happiness
and sadness) through voice-based assessments.

7 CONCLUSIONS
AI-based assistive technologies for people with visual impairments
(PVIs) can convey inaccurate information and misrepresent peo-
ple while providing assistance. This issue is particularly relevant
for marginalized communities, such as Black, Indigenous, Persons
of Color (BIPOC), non-binary, and transgender people, who have
expressed concerns about being misrepresented by AI-generated
image descriptors. In order to mitigate this issue, previous research
has suggested framing image descriptions in a negative light to
increase user awareness of the potential fallibility of automatically
generated image captions. As PVIs interact with assistive systems

primarily through audio, conveying the different levels of confi-
dence through the intonation and wording of the output sentence
can help make users aware of the fallibility of AI-based assistive
technologies. Additionally, PVIs are accustomed to using acceler-
ated speech and receiving feedback through short sentences from
assistive systems. Therefore, investigating how effectively confi-
dence or doubt can be conveyed through short and accelerated
speech, and how accurately people can perceive these cues, is cru-
cial.

We conducted online surveys with PVIs (n =151) and sighted
participants (n =170) to explore their perceptions of a speaker’s
confidence or doubt in accelerated speech. We examined how the
accuracy of their perceptions varied based on different playback
speedups (default to 2.5x). Our findings suggest that while visually
impaired participants could perceive the confidence levels of the
speakers more closely up to a 1.5x speedup rate, sighted participants
were able to perceive the confidence levels in speech up to a 2x
speedup. We also observed that the preferred speedup is associated
with the confidence and doubt perception of the participants. For
example, PVIs who preferred accelerated speedups while listening
to audio or video content in their daily lives perceived doubt con-
veyed by the speakers more accurately compared to the PVIs who
preferred default speeds.

Our findings have implications for the careful design of future au-
dio output-based assistive technologies and conversational agents.
These agents should incorporate a confidence feature to convey
the level of confidence of their underlying algorithm to make PVIs
aware of its possible fallibility and help them make better decisions.
In particular, future systems should consider appropriate speedup
rates to convey confidence and doubt (e.g., 1.5–2x speedups) instead
of the speedup PVIs prefer while interacting with screen readers.
In the longer term, research is needed to improve the preservation
of speech characteristics in accelerated speech, so that expressive
contents (e.g., confidence and doubt) can be conveyed at fast speech
rates. Overall, the findings of this study highlight the importance of
considering the nuances of human perception in designing assistive
technologies for PVIs.
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